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Papers and Reviews

• Peer review 
• Independent evaluation of scientic papers by reviewers 
• Instrument for quality control and selection of publications 
• Process with many weaknesses — little alternatives yet 

• Initial Step: Paper-Reviewer Assignment 
• Assignment of quali!ed reviewers to each paper 
• Good match of topic (paper) and expertise (reviewer)
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Assignment Process

• Traditional assignment process 
• Classic assignment by journal editor or program committee chair 
• “Bidding” of reviewers on papers and semi-automatic assignment 

 
 
 
 
 
 

 

Machine Learning
and Security

be
rli

n



5Slide

Assignment Process

• Traditional assignment process 
• Classic assignment by journal editor or program committee chair 
• “Bidding” of reviewers on papers and semi-automatic assignment 

 
 
 
 
 
 

 

Machine Learning
and Security

be
rli

n

-

# 
su

bm
iss

io
ns

3000

6000

9000

12000

2015 2016 2017 2018 2019 2020 2021 2022

NeurIPS
AAAI
CVPR

• Manual bidding increasingly impossible for hot topics ! 



5Slide

Assignment Process

• Traditional assignment process 
• Classic assignment by journal editor or program committee chair 
• “Bidding” of reviewers on papers and semi-automatic assignment 

 
 
 
 
 
 

 

Machine Learning
and Security

be
rli

n

10.000 submissions. Reading each 
paper ’s title (~3s) takes 8 hours!  

-

# 
su

bm
iss

io
ns

3000

6000

9000

12000

2015 2016 2017 2018 2019 2020 2021 2022

NeurIPS
AAAI
CVPR

• Manual bidding increasingly impossible for hot topics ! 



5Slide

Assignment Process

• Traditional assignment process 
• Classic assignment by journal editor or program committee chair 
• “Bidding” of reviewers on papers and semi-automatic assignment 

 
 
 
 
 
 

 

Machine Learning
and Security

be
rli

n

10.000 submissions. Reading each 
paper ’s title (~3s) takes 8 hours!  

N8 so h8 research topics,  
e .g. computer security

-

# 
su

bm
iss

io
ns

3000

6000

9000

12000

2015 2016 2017 2018 2019 2020 2021 2022

NeurIPS
AAAI
CVPR

• Manual bidding increasingly impossible for hot topics ! 



6Slide

Automatic Assignment

• Idea: Assignment of reviewers to papers using machine learning 
• First solutions developed already in 2010 for NeurIPS 
• Two systems available: TPMS and AutoBid (open-source variant of TPMS) 
• TPMS de-facto standard employed by several conferences 

• Main principle: Topic modeling 
• Extraction of topics from corpus of representative publications 
• Matching of papers with reviewers in the topic space
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From Papers to Vectors

• Step 1: Mapping of papers to a feature space 
• Extraction and preprocessing of text from paper document (e.g. PDF) 
• Paper z represented as bag-of-words vector                 over vocabulary V 
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From Vectors to Topics

• Step 2: Automatic discovery of topics from feature vectors 
• Topic = set of co-occuring words (e.g., “crypto” and “key”) 
• Different algorithms for topic modelling available, e.g. LDA 
• Each feature vector represented as mixture of topics 
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• Step 3: Matching of reviewers and papers along topics 
• Paper submission mapped to feature vector x 
• Combined publications of each reviewer also mapped to vectors 
• Ranking of reviewers based on similarity in topic space 

 
 
 
 
 

9Slide

From Topics to Expertise
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From Topics to Expertise
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Real Examples

• Reviewer: Martina Lindorfer 
• Topic 33% 
• Topic 26% 
• Topic 08% 

• Reviewer: Matteo Maffei 
• Topic 26% 
• Topic 21% 
• Topic 14%
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Attack Overview

• Idea: Adversarial Paper 
• Smart changes to paper misleading reviewer assignment 
• Manipulation of ranking: Removal and addition of reviewers 
• Minimal and unobtrusive changes to paper only  
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How hard could it be?

• Despite hype on adversarial learning: No suitable work for us " 

• Two tricky challenges 
• No inverse map from topic space back to problem space 
• Unobtrusive changes lead to side effects in the feature space 

 
 
 

 

Machine Learning
and Security

be
rli

n



13Slide

How hard could it be?

• Despite hype on adversarial learning: No suitable work for us " 

• Two tricky challenges 
• No inverse map from topic space back to problem space 
• Unobtrusive changes lead to side effects in the feature space 

 
 
 

 

Machine Learning
and Security

be
rli

n

Topic space Generated paper

<latexit sha1_base64="Upde++j90yRac7rdZHJr3dbpoXg=">AAACPHicbVE9SwNBEN3z2/itpc1hEKzCnfhVBmwsEzAqJEHm9uZ0cXfv2J1TjyNgb6t/x/9hbye21m4+BKMOLDzem2HevI0yKSwFwas3MTk1PTM7N19ZWFxaXlldWz+zaW44tngqU3MRgUUpNLZIkMSLzCCoSOJ5dHPc189v0ViR6lMqMuwquNIiERzIUc37y9VqUAsG5f8F4QhU2agal2vedidOea5QE5dgbTsMMuqWYEhwib1KJ7eYAb+BK2w7qEGh7ZYDpz1/2zGxn6TGPU3+gP05UYKytlCR61RA1/a31if/09o5JUfdUugsJ9R8uCjJpU+p3z/bj4VBTrJwALgRzqvPr8EAJxdOZWyNtIUmuHeXGNR4x1OlQMdlJwElZBFjArmkXtmxyTceG7fJwKQLNvwd419wtlsLD2r7zb1qvf4wjHiObbIttsNCdsjq7IQ1WItxhuyRPbFn78V78969j2HrhDf6lg02Vt7nF5pLsDQ=</latexit>x
<latexit sha1_base64="TfUV+33q8eOwFu9KssqpBeuEOpQ=">AAACPnicdVFNSxxBEO3RxOiaGD+OuTRZhJyWGXHdeFvIxaNiVoXdZanpqVkbu3uG7proMCzkD3jVv+Pf8A94E68e7f0Q3BALGh7vVVGvXse5ko7C8D5YWPzwcenT8kpt9fOXta/rG5snLiuswI7IVGbPYnCopMEOSVJ4llsEHSs8jS9+jfXTP2idzMxvKnPsaxgamUoB5KnjqwEM1uthoxWFzajFw0Y4KQ+icCfa3efRjKmzWR0ONoLtXpKJQqMhocC5bhTm1K/AkhQKR7Ve4TAHcQFD7HpoQKPrVxOvI77tmYSnmfXPEJ+wbycq0M6VOvadGujc/auNyf9p3YLSn/1KmrwgNGK6KC0Up4yPD+eJtChIlR6AsNJ75eIcLAjy8dTm1ihXGoIrf4lFg5ci0xpMUvVS0FKVCaZQKBpVPZe+4rlxl05M+mBf0+Pvg5OdRrTXaB7t1tvtv9OIl9k39p39YBFrsTY7YIeswwQbsmt2w26Du+AheAyepq0LwexbtthcBc8vi6mxLg==</latexit>xa

No 
inverse



13Slide

How hard could it be?

• Despite hype on adversarial learning: No suitable work for us " 

• Two tricky challenges 
• No inverse map from topic space back to problem space 
• Unobtrusive changes lead to side effects in the feature space 

 
 
 

 

Machine Learning
and Security

be
rli

n

Topic space Generated paper

<latexit sha1_base64="Upde++j90yRac7rdZHJr3dbpoXg=">AAACPHicbVE9SwNBEN3z2/itpc1hEKzCnfhVBmwsEzAqJEHm9uZ0cXfv2J1TjyNgb6t/x/9hbye21m4+BKMOLDzem2HevI0yKSwFwas3MTk1PTM7N19ZWFxaXlldWz+zaW44tngqU3MRgUUpNLZIkMSLzCCoSOJ5dHPc189v0ViR6lMqMuwquNIiERzIUc37y9VqUAsG5f8F4QhU2agal2vedidOea5QE5dgbTsMMuqWYEhwib1KJ7eYAb+BK2w7qEGh7ZYDpz1/2zGxn6TGPU3+gP05UYKytlCR61RA1/a31if/09o5JUfdUugsJ9R8uCjJpU+p3z/bj4VBTrJwALgRzqvPr8EAJxdOZWyNtIUmuHeXGNR4x1OlQMdlJwElZBFjArmkXtmxyTceG7fJwKQLNvwd419wtlsLD2r7zb1qvf4wjHiObbIttsNCdsjq7IQ1WItxhuyRPbFn78V78969j2HrhDf6lg02Vt7nF5pLsDQ=</latexit>x
<latexit sha1_base64="TfUV+33q8eOwFu9KssqpBeuEOpQ=">AAACPnicdVFNSxxBEO3RxOiaGD+OuTRZhJyWGXHdeFvIxaNiVoXdZanpqVkbu3uG7proMCzkD3jVv+Pf8A94E68e7f0Q3BALGh7vVVGvXse5ko7C8D5YWPzwcenT8kpt9fOXta/rG5snLiuswI7IVGbPYnCopMEOSVJ4llsEHSs8jS9+jfXTP2idzMxvKnPsaxgamUoB5KnjqwEM1uthoxWFzajFw0Y4KQ+icCfa3efRjKmzWR0ONoLtXpKJQqMhocC5bhTm1K/AkhQKR7Ve4TAHcQFD7HpoQKPrVxOvI77tmYSnmfXPEJ+wbycq0M6VOvadGujc/auNyf9p3YLSn/1KmrwgNGK6KC0Up4yPD+eJtChIlR6AsNJ75eIcLAjy8dTm1ihXGoIrf4lFg5ci0xpMUvVS0FKVCaZQKBpVPZe+4rlxl05M+mBf0+Pvg5OdRrTXaB7t1tvtv9OIl9k39p39YBFrsTY7YIeswwQbsmt2w26Du+AheAyepq0LwexbtthcBc8vi6mxLg==</latexit>xa

No 
inverse

Topic spaceModi!ed paper

<latexit sha1_base64="Upde++j90yRac7rdZHJr3dbpoXg=">AAACPHicbVE9SwNBEN3z2/itpc1hEKzCnfhVBmwsEzAqJEHm9uZ0cXfv2J1TjyNgb6t/x/9hbye21m4+BKMOLDzem2HevI0yKSwFwas3MTk1PTM7N19ZWFxaXlldWz+zaW44tngqU3MRgUUpNLZIkMSLzCCoSOJ5dHPc189v0ViR6lMqMuwquNIiERzIUc37y9VqUAsG5f8F4QhU2agal2vedidOea5QE5dgbTsMMuqWYEhwib1KJ7eYAb+BK2w7qEGh7ZYDpz1/2zGxn6TGPU3+gP05UYKytlCR61RA1/a31if/09o5JUfdUugsJ9R8uCjJpU+p3z/bj4VBTrJwALgRzqvPr8EAJxdOZWyNtIUmuHeXGNR4x1OlQMdlJwElZBFjArmkXtmxyTceG7fJwKQLNvwd419wtlsLD2r7zb1qvf4wjHiObbIttsNCdsjq7IQ1WItxhuyRPbFn78V78969j2HrhDf6lg02Vt7nF5pLsDQ=</latexit>x
<latexit sha1_base64="TfUV+33q8eOwFu9KssqpBeuEOpQ=">AAACPnicdVFNSxxBEO3RxOiaGD+OuTRZhJyWGXHdeFvIxaNiVoXdZanpqVkbu3uG7proMCzkD3jVv+Pf8A94E68e7f0Q3BALGh7vVVGvXse5ko7C8D5YWPzwcenT8kpt9fOXta/rG5snLiuswI7IVGbPYnCopMEOSVJ4llsEHSs8jS9+jfXTP2idzMxvKnPsaxgamUoB5KnjqwEM1uthoxWFzajFw0Y4KQ+icCfa3efRjKmzWR0ONoLtXpKJQqMhocC5bhTm1K/AkhQKR7Ve4TAHcQFD7HpoQKPrVxOvI77tmYSnmfXPEJ+wbycq0M6VOvadGujc/auNyf9p3YLSn/1KmrwgNGK6KC0Up4yPD+eJtChIlR6AsNJ75eIcLAjy8dTm1ihXGoIrf4lFg5ci0xpMUvVS0FKVCaZQKBpVPZe+4rlxl05M+mBf0+Pvg5OdRrTXaB7t1tvtv9OIl9k39p39YBFrsTY7YIeswwQbsmt2w26Du+AheAyepq0LwexbtthcBc8vi6mxLg==</latexit>xa

Side 
eQects

?



14Slide

Our Attack Strategy

• Alternating beweeting topic space and problem space 
• Beam search in topic space suggests small steps 
• Realization of steps using transformations in problem space 
• Iterative process moving towards selected positions 
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Navigation: Beam Search

• Each reviewer represented by word probabilities of topics 
• Restriction to words with minimal side effect (unique use) 

• Search using k directions in parallel drawn from word probabilites 
• Direction: Increments and decrements of words 
• L1   Constraint on total modi!ed words in paper 
• L∞  Constraint on total modi!cation per words

 

Machine Learning
and Security

be
rli

n

keycrypto

attack model

80%

20%



17Slide

Driving: Transformations

• Selection from set of available transformations 
• Support for incrementing and decrementing words 
• Different level of stealthiness and side effects 

• Two groups of transformations 
• Format and encoding:  Dirty tricks on text representation in paper  
• Text transformation:  Semantics-preserving changes
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• Large attack surface due to complex PDF format 
• Support of accessibility features, scripting and several encodings
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Driving: Format and Encoding
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Driving: Format and Encoding
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Driving: Format and Encoding
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Driving: Text Transformations
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Driving: Text Transformations

• Neural word embedding trained on 11,000 security papers 
• Removal of words using synonyms from embedding
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Driving: Text Transformations

• Neural word embedding trained on 11,000 security papers 
• Removal of words using synonyms from embedding
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• Bibliography database of 11,000 security papers  
• Insertion of words using additional bibliographic references 

OYen helpful side eQects!
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Driving: Text Transformation

• Large language model for fabricating text with given words 
• Transformer model OPT-350m !netuned to text from security papers 
• With our resources reasonable text, but no comparison to larger models 
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Navigation & Driving: Putting it together

• Each transformation assigned a stealth level and a budget 
• Stealth transformations preferred until their budgets exceeded 
• Encoding and format tricks only when no text budget left 
• Example: 10 synonyms, 10 references, 10 generations, … 

• Iterative process alternating between search and transformations 
• Control using total attack budget and number of switches
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Simulated Conference

• Simulation of IEEE Symposium on Security and Privacy 2020 
• PC of 165 reviewers, each represented by 20 of their papers 
• 32 real paper submissions with source code from arXiv 
• Top-5 ranked reviewers assigned to each submission (no load balancing) 

• Two attack scenarios 
• White-box attack:  Adversary has direct access to topic model 
• Black-box attack:  Adversary trains own surrogate models
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White-Box Scenario

• Experiment: Selection and rejection of reviewers within Top-10 
• Evaluation of attack budget and number of switches 
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Figure 4: Feature-problem-space attack. We simulate the attack
with differently scaled attack budgets s (left) and S = 8 switches.
We repeat the experiment (right) with the base budget s = 1 and
vary S. For both cases, we randomly select 100 targets from all three
objectives that require  1,000 changes in F . We report the mean
success rate over 8 repetitions.

Generalization of attack. To investigate the generalization
of our attack, we repeat this experiment for a second real
conference. In particular, we simulate the assignment of the
29th USENIX Security Symposium with 120 reviewers. We
consider 24 original submissions and construct targets as be-
fore. Results of this experiment are presented in Appendix D.
We observe a similar performance across all three objectives,
indicating the general applicability of our attack.

Scaling of target reviewers. Next, we scale the attack to
larger sets of target reviewers and consider different combina-
tions for selecting, rejecting, and substituting reviewers. We
allow an attacker to select up to five target reviewers, which is
equivalent to replacing all of the initially assigned reviewers.
Furthermore, we allow the rejection of up to two reviewers.
We focus again on close reviewers and randomly select 100
sets of targets per combination.

The results are summarized in Appendix E. The attack
remains effective and we can successfully craft adversarial
papers in most of the cases. We observe a clear trend that with
increasing numbers of target reviewers, we need to perform
more changes to the submission. For example, to select all
five reviewers, in the median we need to modify 5,968 words.
This is expected: we have to move the submission in the topic
space from the initially-assigned reviewers to the targeted
ones. By adding more reviewers, we include more constraints
which results in a significant amount of modifications.

All transformations. So far, we have focused on format-
level transformations to realize manipulations. These trans-
formations exploit intrinsics of the submission format, which
effectively allows us to make arbitrary changes to a PDF file.
An attacker likely has access to similar transformations in
any practical setting. In fact, robust parsing of PDF files has
been shown to be a hard problem [e.g., 13]. However, we be-

lieve it is important for an attacker to minimize any traces and
consider different classes of transformations as introduced in
Section 3.2.

(a) Attack budget. For this experiment, we introduce an
attack budget to describe the maximum amount of allowed
modifications for a given transformation. This budget trades
off the ability of a transformation to introduce changes with
their conspicuousness, since too many (visible) modifications
will likely lead to a rejected submission. In particular, we
assume a maximum of 25 real and 5 adaptive added BIBTEX
entries, at most 25 replacements of words with synonyms,
no more than 20 spelling mistakes, and up to 10 requested
words on average through a text from a language model. In
Section 4.3, we validate these parameters and assess if the re-
sulting adversarial papers are unobtrusive to human observers.

As a result of the attack budget, we cannot realize arbitrary
modifications, since their total amount is restricted. To study
this in more detail, we consider the success rate as a function
of the attack budget scaled with a factor s between 0.25 and
4. During the attack, we split the budget equally across 8
feature-problem-space transitions. We require that targets are
feasible with this budget and randomly select 100 targets from
the three attack objectives that require  1,000 changes in
F . Finally, we consider three different configurations: (1)
text-level transformations, (2) text-level and encoding-level
transformations, and (3) text-level, encoding-level, and format-
level transformations combined. We do not restrict the budget
for format-level transformations as these transformations are
generally not visible.

The results are shown on the left side of Figure 4. For
text-level transformations and text-level & encoding-level
transformations, we see an increase in the success rate when
the attack budget grows. For the base budget (s = 1), 40.75%
of the adversarial papers can be prepared with text-level trans-
formations only. That is, no changes in the format and encod-
ing are necessary for manipulating the reviewer assignment.
This can be further improved by increasing the budget, for
instance, 67.13% of the papers become adversarial by scaling
it to 4. For smaller budgets, however, we observe that there
is often not enough capacity to realize the required modifi-
cations. Still, using format-level transformations improves
the success rate to 100% in almost all cases. In rare case, we
observe that the attack gets stuck in a local minima. Interest-
ingly, this is more likely with larger budgets. In these cases,
the attack makes bigger steps per iteration which introduces
more side effects. From the perspective of an attacker, this
can be resolved by either increasing the number of switches
or reducing the budget.

(b) Problem-feature-space transitions. To better under-
stand the influence of the alternating search on the success
rate of our attack, we conduct an additional experiment. In
particular, we simulate our attack for different numbers of
transitions S 2 {1,2,4,8,16} between the problem space and
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Figure 4: Feature-problem-space attack. We simulate the attack
with differently scaled attack budgets s (left) and S = 8 switches.
We repeat the experiment (right) with the base budget s = 1 and
vary S. For both cases, we randomly select 100 targets from all three
objectives that require  1,000 changes in F . We report the mean
success rate over 8 repetitions.

Generalization of attack. To investigate the generalization
of our attack, we repeat this experiment for a second real
conference. In particular, we simulate the assignment of the
29th USENIX Security Symposium with 120 reviewers. We
consider 24 original submissions and construct targets as be-
fore. Results of this experiment are presented in Appendix D.
We observe a similar performance across all three objectives,
indicating the general applicability of our attack.

Scaling of target reviewers. Next, we scale the attack to
larger sets of target reviewers and consider different combina-
tions for selecting, rejecting, and substituting reviewers. We
allow an attacker to select up to five target reviewers, which is
equivalent to replacing all of the initially assigned reviewers.
Furthermore, we allow the rejection of up to two reviewers.
We focus again on close reviewers and randomly select 100
sets of targets per combination.

The results are summarized in Appendix E. The attack
remains effective and we can successfully craft adversarial
papers in most of the cases. We observe a clear trend that with
increasing numbers of target reviewers, we need to perform
more changes to the submission. For example, to select all
five reviewers, in the median we need to modify 5,968 words.
This is expected: we have to move the submission in the topic
space from the initially-assigned reviewers to the targeted
ones. By adding more reviewers, we include more constraints
which results in a significant amount of modifications.

All transformations. So far, we have focused on format-
level transformations to realize manipulations. These trans-
formations exploit intrinsics of the submission format, which
effectively allows us to make arbitrary changes to a PDF file.
An attacker likely has access to similar transformations in
any practical setting. In fact, robust parsing of PDF files has
been shown to be a hard problem [e.g., 13]. However, we be-

lieve it is important for an attacker to minimize any traces and
consider different classes of transformations as introduced in
Section 3.2.

(a) Attack budget. For this experiment, we introduce an
attack budget to describe the maximum amount of allowed
modifications for a given transformation. This budget trades
off the ability of a transformation to introduce changes with
their conspicuousness, since too many (visible) modifications
will likely lead to a rejected submission. In particular, we
assume a maximum of 25 real and 5 adaptive added BIBTEX
entries, at most 25 replacements of words with synonyms,
no more than 20 spelling mistakes, and up to 10 requested
words on average through a text from a language model. In
Section 4.3, we validate these parameters and assess if the re-
sulting adversarial papers are unobtrusive to human observers.

As a result of the attack budget, we cannot realize arbitrary
modifications, since their total amount is restricted. To study
this in more detail, we consider the success rate as a function
of the attack budget scaled with a factor s between 0.25 and
4. During the attack, we split the budget equally across 8
feature-problem-space transitions. We require that targets are
feasible with this budget and randomly select 100 targets from
the three attack objectives that require  1,000 changes in
F . Finally, we consider three different configurations: (1)
text-level transformations, (2) text-level and encoding-level
transformations, and (3) text-level, encoding-level, and format-
level transformations combined. We do not restrict the budget
for format-level transformations as these transformations are
generally not visible.

The results are shown on the left side of Figure 4. For
text-level transformations and text-level & encoding-level
transformations, we see an increase in the success rate when
the attack budget grows. For the base budget (s = 1), 40.75%
of the adversarial papers can be prepared with text-level trans-
formations only. That is, no changes in the format and encod-
ing are necessary for manipulating the reviewer assignment.
This can be further improved by increasing the budget, for
instance, 67.13% of the papers become adversarial by scaling
it to 4. For smaller budgets, however, we observe that there
is often not enough capacity to realize the required modifi-
cations. Still, using format-level transformations improves
the success rate to 100% in almost all cases. In rare case, we
observe that the attack gets stuck in a local minima. Interest-
ingly, this is more likely with larger budgets. In these cases,
the attack makes bigger steps per iteration which introduces
more side effects. From the perspective of an attacker, this
can be resolved by either increasing the number of switches
or reducing the budget.

(b) Problem-feature-space transitions. To better under-
stand the influence of the alternating search on the success
rate of our attack, we conduct an additional experiment. In
particular, we simulate our attack for different numbers of
transitions S 2 {1,2,4,8,16} between the problem space and
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with differently scaled attack budgets s (left) and S = 8 switches.
We repeat the experiment (right) with the base budget s = 1 and
vary S. For both cases, we randomly select 100 targets from all three
objectives that require  1,000 changes in F . We report the mean
success rate over 8 repetitions.

Generalization of attack. To investigate the generalization
of our attack, we repeat this experiment for a second real
conference. In particular, we simulate the assignment of the
29th USENIX Security Symposium with 120 reviewers. We
consider 24 original submissions and construct targets as be-
fore. Results of this experiment are presented in Appendix D.
We observe a similar performance across all three objectives,
indicating the general applicability of our attack.

Scaling of target reviewers. Next, we scale the attack to
larger sets of target reviewers and consider different combina-
tions for selecting, rejecting, and substituting reviewers. We
allow an attacker to select up to five target reviewers, which is
equivalent to replacing all of the initially assigned reviewers.
Furthermore, we allow the rejection of up to two reviewers.
We focus again on close reviewers and randomly select 100
sets of targets per combination.

The results are summarized in Appendix E. The attack
remains effective and we can successfully craft adversarial
papers in most of the cases. We observe a clear trend that with
increasing numbers of target reviewers, we need to perform
more changes to the submission. For example, to select all
five reviewers, in the median we need to modify 5,968 words.
This is expected: we have to move the submission in the topic
space from the initially-assigned reviewers to the targeted
ones. By adding more reviewers, we include more constraints
which results in a significant amount of modifications.

All transformations. So far, we have focused on format-
level transformations to realize manipulations. These trans-
formations exploit intrinsics of the submission format, which
effectively allows us to make arbitrary changes to a PDF file.
An attacker likely has access to similar transformations in
any practical setting. In fact, robust parsing of PDF files has
been shown to be a hard problem [e.g., 13]. However, we be-

lieve it is important for an attacker to minimize any traces and
consider different classes of transformations as introduced in
Section 3.2.

(a) Attack budget. For this experiment, we introduce an
attack budget to describe the maximum amount of allowed
modifications for a given transformation. This budget trades
off the ability of a transformation to introduce changes with
their conspicuousness, since too many (visible) modifications
will likely lead to a rejected submission. In particular, we
assume a maximum of 25 real and 5 adaptive added BIBTEX
entries, at most 25 replacements of words with synonyms,
no more than 20 spelling mistakes, and up to 10 requested
words on average through a text from a language model. In
Section 4.3, we validate these parameters and assess if the re-
sulting adversarial papers are unobtrusive to human observers.

As a result of the attack budget, we cannot realize arbitrary
modifications, since their total amount is restricted. To study
this in more detail, we consider the success rate as a function
of the attack budget scaled with a factor s between 0.25 and
4. During the attack, we split the budget equally across 8
feature-problem-space transitions. We require that targets are
feasible with this budget and randomly select 100 targets from
the three attack objectives that require  1,000 changes in
F . Finally, we consider three different configurations: (1)
text-level transformations, (2) text-level and encoding-level
transformations, and (3) text-level, encoding-level, and format-
level transformations combined. We do not restrict the budget
for format-level transformations as these transformations are
generally not visible.

The results are shown on the left side of Figure 4. For
text-level transformations and text-level & encoding-level
transformations, we see an increase in the success rate when
the attack budget grows. For the base budget (s = 1), 40.75%
of the adversarial papers can be prepared with text-level trans-
formations only. That is, no changes in the format and encod-
ing are necessary for manipulating the reviewer assignment.
This can be further improved by increasing the budget, for
instance, 67.13% of the papers become adversarial by scaling
it to 4. For smaller budgets, however, we observe that there
is often not enough capacity to realize the required modifi-
cations. Still, using format-level transformations improves
the success rate to 100% in almost all cases. In rare case, we
observe that the attack gets stuck in a local minima. Interest-
ingly, this is more likely with larger budgets. In these cases,
the attack makes bigger steps per iteration which introduces
more side effects. From the perspective of an attacker, this
can be resolved by either increasing the number of switches
or reducing the budget.

(b) Problem-feature-space transitions. To better under-
stand the influence of the alternating search on the success
rate of our attack, we conduct an additional experiment. In
particular, we simulate our attack for different numbers of
transitions S 2 {1,2,4,8,16} between the problem space and
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Black-Box Scenario

• Experiment: Attacks with surrogate models 
• Training of ensemble of surrogate models on 70% of original data 
• Transfer of best attack to topic model of conference system 
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Figure 5: Surrogate ensemble sizes. We simulate the attack with
varying numbers of surrogate models. For each ensemble size, we
report the mean success rate over 8 target systems with 100 targets
each for all three attack objective.

the feature space. We consider the same targets as before and
set the attack budget to s = 1.

The results of this experiment are depicted on the right
side of Figure 4. Increasing the number of transitions has
a significant effect on the success rate. For all configura-
tions, we see a steady improvement when the number of
problem-feature-space transitions increases. Notably, even
the format-level transformations require multiple transitions
in some cases. The success rate increases from 77.13%—with
no transitions—to 100% when increasing S. By alternating
between F and Z we share constraints between problem and
feature space to find modifications that can be realized in the
problem space. This further underlines that it is beneficial and
in fact necessary to consider both spaces together.

4.2 Black-box Scenario

In practice, an attacker typically does not have unrestricted
access to the target system. In the following, we therefore
assume a black-box scenario and consider an adversary with
only limited knowledge. In particular, this adversary cannot
access the assignment system and its training data. Instead,
we demonstrate that she could leverage her knowledge about
the program committee and construct a surrogate dataset to
train her own models for preparing adversarial papers.

The assignment systems AutoBid and TPMS do not specify
how the corpus for training a topic model is constructed. They
only require that the selected publications are representative
of the reviewers. Hence, even if we do not know the exact
composition of the training data, we can still collect a surro-
gate corpus of representative data with public information,
such as recent papers of the PC members, and transfer our
attack between models. In practice, the success of this transfer
depends on two factors: (a) the stability of the surrogate mod-
els and (b) the overlap of publications between the original
training data and the surrogate corpus.

Figure 6: Transferability. We visualize the transferability of 100
adversarial paper among 8 target assignment systems. Attacks were
performed with an ensemble size of 8 and we focus on the selection
objective. Adversarial papers where the unmodified submission is
already successful are displayed in light blue.

Stability of surrogate models. The training of LDA intro-
duces high variance [2, 37], so that adversarial papers naïvely
computed against one model will likely not transfer to another.
To account for this instability, we approximate the model
space and consider an ensemble of surrogate models. That is,
we run our attack simultaneously against multiple surrogate
models trained on the same data. We focus on format-level
transformations and repeat the attacks for all three objectives.
We vary the number of models in the ensemble from 1 to
8 and consider an overlap of 70% between the underlying
surrogate corpus and the original training data.

Figure 5 show the results of this experiment. Across all
objectives, we see an improvement of the success rate when
increasing the number of surrogate models. This is intuitive:
the adversarial papers are optimized against all models and
thus more likely to transfer to other models. This robustness,
however, comes at a cost and the number of modifications
increases as well. The median L1 norm increases from 1,990
to 7,556 when considering 8 instead of a single surrogate
model (see Appendix F).

As a result, an adversary in the black-box scenario must
find a trade-off: If she needs a successful attack with high
probability, she must sacrifice detectability and modify a large
number of words. If, on the other end, she only wants to
increase her chances for a specific assignment, she can operate
without an ensemble and adapt only a few words.

To further study the transferability of our attack, we sample
100 target reviewer from the median ranking computed over 8
assignment systems and simulate the attack with an ensemble
of 8 surrogates. Figure 6 visualizes how the resulting adver-
sarial papers transfer among the target systems. 96% of the
papers are successful against four or more target systems and
34 % are successful considering all 8 systems.

Overlap of surrogate corpus. To understand the role of the
surrogate corpus, we finally repeat the previous experiment
with varying levels of overlap. Surprisingly, the attack remains
robust against variations in training data. The success rate
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Figure 5: Surrogate ensemble sizes. We simulate the attack with
varying numbers of surrogate models. For each ensemble size, we
report the mean success rate over 8 target systems with 100 targets
each for all three attack objective.

the feature space. We consider the same targets as before and
set the attack budget to s = 1.

The results of this experiment are depicted on the right
side of Figure 4. Increasing the number of transitions has
a significant effect on the success rate. For all configura-
tions, we see a steady improvement when the number of
problem-feature-space transitions increases. Notably, even
the format-level transformations require multiple transitions
in some cases. The success rate increases from 77.13%—with
no transitions—to 100% when increasing S. By alternating
between F and Z we share constraints between problem and
feature space to find modifications that can be realized in the
problem space. This further underlines that it is beneficial and
in fact necessary to consider both spaces together.

4.2 Black-box Scenario

In practice, an attacker typically does not have unrestricted
access to the target system. In the following, we therefore
assume a black-box scenario and consider an adversary with
only limited knowledge. In particular, this adversary cannot
access the assignment system and its training data. Instead,
we demonstrate that she could leverage her knowledge about
the program committee and construct a surrogate dataset to
train her own models for preparing adversarial papers.

The assignment systems AutoBid and TPMS do not specify
how the corpus for training a topic model is constructed. They
only require that the selected publications are representative
of the reviewers. Hence, even if we do not know the exact
composition of the training data, we can still collect a surro-
gate corpus of representative data with public information,
such as recent papers of the PC members, and transfer our
attack between models. In practice, the success of this transfer
depends on two factors: (a) the stability of the surrogate mod-
els and (b) the overlap of publications between the original
training data and the surrogate corpus.

Figure 6: Transferability. We visualize the transferability of 100
adversarial paper among 8 target assignment systems. Attacks were
performed with an ensemble size of 8 and we focus on the selection
objective. Adversarial papers where the unmodified submission is
already successful are displayed in light blue.

Stability of surrogate models. The training of LDA intro-
duces high variance [2, 37], so that adversarial papers naïvely
computed against one model will likely not transfer to another.
To account for this instability, we approximate the model
space and consider an ensemble of surrogate models. That is,
we run our attack simultaneously against multiple surrogate
models trained on the same data. We focus on format-level
transformations and repeat the attacks for all three objectives.
We vary the number of models in the ensemble from 1 to
8 and consider an overlap of 70% between the underlying
surrogate corpus and the original training data.

Figure 5 show the results of this experiment. Across all
objectives, we see an improvement of the success rate when
increasing the number of surrogate models. This is intuitive:
the adversarial papers are optimized against all models and
thus more likely to transfer to other models. This robustness,
however, comes at a cost and the number of modifications
increases as well. The median L1 norm increases from 1,990
to 7,556 when considering 8 instead of a single surrogate
model (see Appendix F).

As a result, an adversary in the black-box scenario must
find a trade-off: If she needs a successful attack with high
probability, she must sacrifice detectability and modify a large
number of words. If, on the other end, she only wants to
increase her chances for a specific assignment, she can operate
without an ensemble and adapt only a few words.

To further study the transferability of our attack, we sample
100 target reviewer from the median ranking computed over 8
assignment systems and simulate the attack with an ensemble
of 8 surrogates. Figure 6 visualizes how the resulting adver-
sarial papers transfer among the target systems. 96% of the
papers are successful against four or more target systems and
34 % are successful considering all 8 systems.

Overlap of surrogate corpus. To understand the role of the
surrogate corpus, we finally repeat the previous experiment
with varying levels of overlap. Surprisingly, the attack remains
robust against variations in training data. The success rate
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• Experiment: Transferability for different conference systems 
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• Evaluation of plausibility with small user study 
• 21 security researchers perform mini-reviews on papers 
• Participants asked about quality of paper and suspiciousness 
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only fluctuates slightly: 78.0% (100% overlap), 80.0% (70%
overlap), 79.6% (30% overlap), and 82.8% (0% overlap). To
explain this, we compute the cross-entropy of the reviewer-to-
words distributions f̂r for models trained on training data with
different overlaps. We observe that the cross-entropy between
models trained on the same dataset (i.e., 100% overlap) is
in the same range compared to models trained on different
data (cf. Appendix G for details). As LDA models trained on
the same corpus already vary significantly, our attack seeks
a robust solution that transfers well if the surrogate models
have less overlap with the original training data.

4.3 Plausibility and Semantics
Finally, we empirically verify if the adversarial modifications
are (a) plausible and (b) preserve the semantics of the text.

Study design. As dataset, we use the combined set of original
and adversarial papers from our evaluation. In total, we select
seven original papers and their adversarial counterparts, en-
suring varying topics and transformations. The attack budget
is s = 1.00. Due to a limited number of participants, we focus
on visible transformations (i.e. encoding-level and text-level)
that a reviewer could detect. Each participant selects (“bids
on”) one paper. This selection cannot be changed afterwards
and participants are secretly assigned either to the adversarial
or to the unmodified version. Each participant will only check
one paper to avoid potential bias and fatigue effects.

We design the review process along two phases. Our
methodology here is inspired by the work from Bajwa et
al. [4] and Sullivan et al. [53]. In the first phase, we request
participants to write a mini-review (as a proxy task) for a
given paper. In the second phase, we ask if they think the pa-
per has been manipulated. Importantly, the answers of phase 1
cannot be changed. This two-phase separation allows us to
observe two factors: First, we can analyze how suspicious
adversarial papers are to an unaware reader. Second, once the
reader is informed, we can learn about which transformations
are noticeable and make our attack detectable. In each phase,
we provide a template with questions on a numerical scale
from 1–5, together with free text fields for justifying the rating.
Participants are debriefed finally. We obtained approval from
our institution’s Institutional Review Board (IRB) and our
study protocol was deemed to comply with all regulations.

Results. We recruited 21 security researchers (15⇥ PhD stu-
dents, 4⇥ postdocs, 1⇥ faculty, 1⇥ other). All participants are
familiar with the academic review process but have different
review experience (7⇥ have not written a review before, 4⇥
between 1-2 reviews, 6⇥ between 3-10, and 4⇥ at least 10
reviews). The participants reviewed a total of 12 adversarial
and 9 original submissions.

Figure 7 summarizes the results. Benign and adversarial
submissions are rated similar across all review questions. No
participant was certain that a paper was manipulated (i. e.,

Phase 1: Review
How do you rate the overall organization of the paper?

How do you rate the comprehensibility of the paper?

How do you rate the literature quality and bibliography?

How do you rate the overall writing quality?

How do you rate the formatting and style?

1 2 3 4 5
Low HighSpecified rating

Phase 2: Manipulation Check
How likely is the paper manipulated by an automated system?

Figure 7: Ratings of benign and adversarial papers. For each
question, the upper boxplot shows the ratings from the benign papers,
the lower boxplot from the adversarial papers.

gave it a ranking of 5) and only a single of the 12 manipulated
submissions was flagged as suspicious with a rating of 4.
This was justified with missing references and redundancy
in the text—neither of which were introduced by our attack.
Interestingly, this reviewer did notice the spelling mistake and
language model transformer (when asked about the writing
quality), but did not attribute this as a sign for manipulation.
This is opposed to two false positive ratings of benign papers,
which results in a overall detection precision of 33% with a
recall of only 8%. This highlights the difficulty to detect any
introduced modifications.

Finally, we check that the semantics of the papers are not
changed. With the limited attack budget, only small, bounded
changes are made to a paper. This is further supported by the
organization and comprehensibility ratings in Figure 7, which
are similar between manipulated and benign submissions.

5 Discussion

Our work reveals a notable vulnerability in systems for auto-
matic paper-reviewer assignment. In the following, we discuss
further aspects of our findings, including limitations, defenses,
and the implications and benefits of an attack.

Committee size. We simulate an automatic assignment for
two large security conferences with committees composed
of 120 and 165 reviewers, respectively. Considering the cur-
rent trend, it is likely that these conferences will continue to
grow larger. In the following, we want to understand how
an increased set of concurring reviewers impacts the attack.
Therefore, we consider committees with 100–500 reviewers
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seven original papers and their adversarial counterparts, en-
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gave it a ranking of 5) and only a single of the 12 manipulated
submissions was flagged as suspicious with a rating of 4.
This was justified with missing references and redundancy
in the text—neither of which were introduced by our attack.
Interestingly, this reviewer did notice the spelling mistake and
language model transformer (when asked about the writing
quality), but did not attribute this as a sign for manipulation.
This is opposed to two false positive ratings of benign papers,
which results in a overall detection precision of 33% with a
recall of only 8%. This highlights the difficulty to detect any
introduced modifications.

Finally, we check that the semantics of the papers are not
changed. With the limited attack budget, only small, bounded
changes are made to a paper. This is further supported by the
organization and comprehensibility ratings in Figure 7, which
are similar between manipulated and benign submissions.

5 Discussion

Our work reveals a notable vulnerability in systems for auto-
matic paper-reviewer assignment. In the following, we discuss
further aspects of our findings, including limitations, defenses,
and the implications and benefits of an attack.

Committee size. We simulate an automatic assignment for
two large security conferences with committees composed
of 120 and 165 reviewers, respectively. Considering the cur-
rent trend, it is likely that these conferences will continue to
grow larger. In the following, we want to understand how
an increased set of concurring reviewers impacts the attack.
Therefore, we consider committees with 100–500 reviewers
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Aftermath

• Possible defenses 
• Sanitization and anomaly detection in PDF !les 
• Prevention of format and encoding tricks with OCR recognition 
• Defenses against text transformations currently unknown 

• Noti!cation of TPMS and AutoBid developers 

• Positive email exchange — No time for defenses currently # 

• Is this a threat? Personal take: Yes! 

 

Machine Learning
and Security

be
rli

n



30Slide

Conclusions

• New attack against automatic reviewer-paper assignment 
• Hybrid attack strategy in feature space and problem space 
• Minimal and unobtrusive transformations of papers 

• Broader perspective 
• Decisions based on learning models inherently insecure 
• More to explore off the beaten path of adversarial learning 

• More at https://github.com/rub-syssec/adversarial-papers   
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Thanks! Questions?
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